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Control Problem and LMILMI
LMI F (x) = F0 + mXi=1 xiFi > 0 (1)x 2 Rm : unknown vetor, Fi = FTi 2 Rn�n : onstant matrix.F (x) is positive de�nite, i.e., uTF (x)u > 0 for all non-zero vetor u.LMI an be solved numerially by the interior point method.MATLAB has an LMI toolbox tailored for solving ontrol problems.
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Control Problem and LMIControl Problem and LMIExample 12D system _x(t) = Ax(t) is stable i� 9P = PT > 0 satisfyingAP + PAT < 0:Desription in terms of matrix basisP = � x1 x2x2 x3 � = x1P1 + x2P2 + x3P3P1 = � 1 00 0 � ; P2 = � 0 11 0 � ; P3 = � 0 00 1 �) x1(AP1 + P1AT ) + x2(AP2 + P2AT ) + x3(AP3 + P3AT ) < 0:This is an LMI about � x1 x2 x3 �. November 9, 2016 4 / 18



Typial LMI ProblemsTypial LMI ProblemsFeasibility problem: LMIPSeek a vetor x� for LMI F (x�) < 0Eigenvalue problem: EVP1 Optimization subjet to LMI onstraintsminimize � (2)subjet to �I � A(x) > 0; B(x) > 0:2 A(x);B(x): symmetri and aÆne matrix funtions of vetor x .3 Minimizing � subjet to �I � A(x) > 0 an be interpreted asminimizing the largest eigenvalue of matrix A(x) beause the largest �that does not meet �I � A(x) > 0 is the maximal � satisfyingdet(�I � A(x)) = 0. November 9, 2016 5 / 18



Typial LMI ProblemsTypial LMI Problems
Generalized eigenvalue problem: GEVPminimize � (3)subjet to �B(x)� A(x) > 0; B(x) > 0; C (x) > 01 A(x);B(x);C (x) are symmetri and aÆne matrix funtions of vetor x .2 Equivalent to minimizing the largest generalized eigenvalue satisfyingdet(�B(x) � A(x)) = 0.
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From BMI to LMI: Variable EliminationAn exampleState feedbak stabilization problem:_x = Ax + Bu; u = Fx1 Closed-loop system _x = (A+ BF )x :2 Stability ondition: there exist matries P > 0 and F satisfying(A+ BF )P + P(A+ BF )T < 0:3 Produt FP appears, alled bilinear matrix inequality (BMI).4 BMI problem is non-onvex and very diÆult to solve numerially.5 Viewpoint of system ontrol: whether a system an be stabilizeddepends on the ontrollability of (A;B), not the ontrol gain F .There must be a stabilization ondition independent of F .November 9, 2016 7 / 18



From BMI to LMI: Variable EliminationFrom BMI to LMI: Variable Elimination
Theorem 1Given real matries E ; F ; G with G being symmetri. There is a matrixX satisfying the inequalityETXF + FTXTE + G < 0 (4)i� the following two inequalities hold simultaneouslyET?GE? < 0; FT?GF? < 0: (5)
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From BMI to LMI: Variable EliminationStabilization example: ontinued1 Stability ondition:(AP + PAT ) + PFTBT + BFP < 0; P > 0:2 For this inequality to have a solution F ,(BT )T?(AP + PAT )(BT )? < 0must hold. This ondition only depends on matrix P , so it is an LMI.3 Sine P? does not exist, we do not need to onsider the seondinequality of Theorem 1.4 After obtaining P , we may substitute it bak into the �rst inequality.Then, the inequality beomes an LMI about F and an be solvednumerially. November 9, 2016 9 / 18



From BMI to LMI: Variable EliminationA matrix onstrution problemLemma 1Given two positive de�nite matries X ; Y 2 Rn�n and a positive integer r ,there is a positive de�nite matrix P 2 R(n+r)�(n+r) satisfyingP = � Y �� � � ; P�1 = � X �� � �i� � X II Y � � 0; rank� X II Y � � n+ r :Further, a solution is given byP = � Y FFT I � ; FFT = Y � X�1; F 2 Rn�r :November 9, 2016 10 / 18



From BMI to LMI: Variable EliminationExample: output feedbak stabilization1 Plant _xP = AxP + Bu (6)y = CxP + Du (7)2 Dynami output feedbak ontroller_xK = AKxK + BKy (8)u = CKxK + DKy : (9)3 Closed-loop system� _xP_xK � = A � xPxK � ; A = � A+ BDKC BCKBKC AK � : (10)4 Stability ondition: 9P satisfying inequalitiesAT P+ PA < 0; P > 0: (11)5 Problem: �nd the solvability ondition. November 9, 2016 11 / 18



From BMI to LMI: Variable EliminationSolutionCollet all ontroller oeÆient matries into a single matrixA = � A 00 0 �+ � B 00 I � � DK CKBK AK � � C 00 I � = A+ BKCK = � DK CKBK AK � ; A = � A 00 0 � ; B = � B 00 I � ; C = � C 00 I � :Transformed stability onditionPA+ ATP+ PBKC + (PBKC )T < 0:Orthogonal matriesC? = � C?0 � ; (BTP)? = P�1 � (BT )?0 � :Equivalent ondition (Theorem 1)(C?)T (PA+ ATP)C? < 0; (BT )T?(AP�1 + P�1AT )(BT )? < 0:November 9, 2016 12 / 18



From BMI to LMI: Variable EliminationSolutionAs in Lemma 1, we setP = � Y �� � � ; P�1 = � X �� � � :Equivalent ondition: 9 X ;Y meeting LMIs(BT )T?(AX + XAT )(BT )? < 0 (12)(C?)T (YA+ ATY )C? < 0: (13)Finally, aording to Lemma 1 P > 0 i� matries X ; Y satisfy� X II Y � � 0; rank� X II Y � � n + r : (14)November 9, 2016 13 / 18



From BMI to LMI: Variable ChangeFrom BMI to LMI: Variable ChangeVariable elimination method handles only one matrix inequalityMore inequalities appear in multi-objetive problemsNew method needed1 Reall the stabilization problem: �nd matries P > 0 and F satisfying(A+ BF )P + P(A+ BF )T < 0:2 Variable hange: set FP as a new variable MATP + PA+ BM +MTBT < 0:3 Due to P > 0, one we obtain (P ;M), the unique solution of F anbe alulated from F = MP�1. November 9, 2016 14 / 18



From BMI to LMI: Variable ChangeVariable hange: output feedbak ase1 Closed-loop system� _xP_xK � = A � xPxK � ; A = � A+ BDKC BCKBKC AK � : (15)2 Stability ondition AT P+ PA < 0; P > 0: (16)3 Question: how to transform it to an LMI problem via a suitablevariable hange? November 9, 2016 15 / 18



From BMI to LMI: Variable ChangeStruture of P1 Partition P = � Y NNT � � ; P�1 = � X MMT � � : (17)2 Sine PP�1 = I , there holdP � XMT � = � I0 � ; P � I0 � = � YNT � :3 P satis�esP�1 = �2; �1 = � X IMT 0 � ;�2 = � I Y0 NT � (18)4 In other words, both P and P�1 an be desribed as the quotients oftriangular matries using four matries (X ;Y ;M;N).November 9, 2016 16 / 18



From BMI to LMI: Variable ChangeVariable hange1 Advantage: equivalent inequality�T1 AT P�1 +�T1 PA�1 < 0obtained by multiplying (16) with �T1 and �1 from the left and right.2 Detailed alulation�T1 PA�1 = �T2 A�1= � I Y0 NT �T � A+ BDKC BCKBKC AK � � X IMT 0 �= � AX + BC A+ BDCA YA+ BC � (19)3 New unknown matries A ; B ; C ; DA = NAKMT + NBKCX + YBCKMT + Y (A+ BDKC )XB = NBK + YBDK ; C = CKMT + DKCX ; D = DK : (20)November 9, 2016 17 / 18



From BMI to LMI: Variable ChangeVariable hangeFinal stability ondition: an LMI about A ; B ; C ; D :� AX + XAT + BC + C T BT A+ BDC + A TAT + CT D T BT + A YA+ ATY + BC + CT BT � < 0:Remaining question: is the variable hange one-to-one?Controller parameters (when M;N have full row ranks)DK = D ; CK = (C � DKCX )(My)T ; BK = Ny(B � YBDK ) (21)AK = Ny(A � NBKCX � YBCKMT � Y (A+ BDKC )X )(My)T :Strengthened ondition for P > 0� X II Y � > 0 ) X � Y�1 > 0 ) I � XYnonsingular (22)there are nonsingular matries M;N satisfyingMNT = I � XY : (23)This equation omes from the (1,1) blok of P�1P = I .November 9, 2016 18 / 18
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